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NEW DENSITY-BASED CLUSTERING TECHNIQUE
RwAND D. AHMED

ABSTRACT

Density Based Spatial Clustering of ApplicationdNaiise (DBSCAN) is one of the most
popular algorithms for cluster analysis. It carcdiger clusters with arbitrary shape and separate
noises. But this algorithm cannot choose its patam&ccording to distribution of dataset. It
simply uses the global minimum number of poiféinPts) parameter, so that the clustering
result of multi-density database is inaccurateaddition, when it used to cluster large databases,
it will cost too much time. We try to solve thesmlgems by integrated the grid-based in
addition to using representative points in our rmawposed density-based GMDBSCAN-UR
clustering algorithm. In this research, we apply tarsupervised machine learning approach
based on DBSCAN algorithm. We propose a grid-badester technique to reduce the time
complexity. Grid-based technique divides the dat@ce into cells. A number of well scattered
points in each cell in the grid are chosen. Thesdtexred points must capture the shape and
extent of the dataset as all. Thus, our work is thsearch adopts a middle ground between the
centroid-based and the all-point extremes. Nextreat all data in the same cell as an object,
and all the operations of clustering are done o akll. We make local clustering in each cell
and merge between the resulted clusters. We us¢ MimPts for every cell in the grid to
overcome the problem of undetermined clusters irtivdensity datasets in clustering with
DBSCAN clustering algorithm case. This will enhalee time complexity. Next step is labeling
the not chosen points to the resulted clustersnallyi, we make post processing and noise

elimination.

Keywords:Dbscan , Multi-density, Grid-based, Representative.
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Chapter 1

Introduction
1.1Clustering Definition

Clusteringis the process of grouping the data into classetusters, so that objects within a
cluster have high similarity in comparison to omether but are very dissimilar to objects in
other clusters. Dissimilarities are assessed banreithe attribute values describing the objects.
Often, distance measures are used [1]. The fieldustering has undergone major revolution
over the last few decades; it has its roots in naegs, including data mining, statistics, biology,
and machine learning. Clustering is characterizeddvances in approximation and randomized
algorithms, novel formulations of the clusteringlplem, algorithms for clustering massively
large data sets, algorithms for clustering datsestis, and dimension reduction techniques [2].
We study the requirements of clustering methodddage amounts of data and explain how to
compute dissimilarities between objects represefgdvarious attribute or variable types.
Several studies examine a lot of clustering teamsg organized into the following categories:
partitioning methods, hierarchical methods, derAséged methods, grid-based methods, model-
based methods, methods for high-dimensional dateh(ss frequent pattern—based methods),
and constraint-based clustering [1].

Data mining has attracted a great deal of attentidhe information industry and in society as a
whole in recent years, due to the wide availabiityhuge amounts of data and the imminent
need for turning such data into useful informatimd knowledge which can be used for
applications ranging from market analysis, frautedgon, and customer retention, to production
control and science exploration. Data mining canibe/ed as a result of the natural evolution of
information technology in a lot of functionalitissich agata collection and database creation,
data and advanced data analysis (involving data warehousing and data mining) [Uu<ering,
which divides the data to disparate clusters,deuaial part of data mining. The objects within a
cluster are "similar,” whereas the objects of ddfe clusters are "dissimilar” [3]. Clustering is
one of the most useful tasks in data mining pradeaa clustering, also called cluster analysis,
segmentation analysis, taxonomy analysis, or unsigeg classification, is a method of creating

groups of objects, or clusters, in such a way tigécts in one cluster are very similar and
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objects in different clusters are quite distinctat® clustering is often confused with
classification, in which objects are assigned tdpfined classes. In data clustering, the classes
are also to be defined [1]. There are many algmstlused for clustering such that: hierarchical
clustering techniques, fuzzy clustering algorithrosnter-based clustering algorithms, search-
based clustering algorithms, graph-based clustexiggrithm, grid-based clustering algorithms,
density-based clustering algorithms, model-basasteting algorithms, subspace clustering [1]

as shown in Figure 1.1.

Clustering problen

/\

Hard Clustering Fuzzy Clusterin
Partitiona Hierarchica
Divisive Agglomerative

Figure 1.1: Diagram of clustering algorithms.

There are many algorithms that deal with the probdé clustering large number of objects. The
different algorithms can be classified regardindfedent aspects. These methods can be
categorized into partitioning methods [4, 5, 6Jerarchical methods [4, 7, 8], density based
methods [9, 10, 11], grid based methods [12, 1B,drl model based methods [15, 16].

Here in this research, we concentrate around tpie wf DBSCAN algorithm, (Density-Based
Spatial Clustering of Applications with Noise), amadhance it at all, time and space complexity,
support multi-density grid based clustering in efifee and efficient way.

DBSCAN checks the Eps-neighborhood of each poirdatabase. If Eps- neighborhood of a
point p contains more thaMlinPts, a new cluster with p as a core object is crealethen
iteratively collects directly density-reachable exig from these core objects, which may involve
the merge of a few density-reachable clusters.prbeess terminates when no new point can be

added to any cluster [17]. The conventional DBSCad its improved algorithms presented in
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papers [18, 19, 20, 21] can only process the nwaledata. They are incapable of processing
data with categorical attributes. Usually, the deass of dataset used in cluster analyses are
different, however, until now there is no a verieefive algorithm to get the accurate density of
the dataset with multi-density. DBSCAN [18], depdiased clustering not only availably avoids
noises but also effectually clusters various désasehereas; for the multi-density dataset,
DBSCAN is not a good algorithm for which the runtimomplexity is high [1]. In order to
reduce the time complexity, the academia has ptedengrid-based cluster technique [22, 23],
which divides the data space into disjunctive gfide data in the same grid can be treated as a

unitary object, and all the operations of clustgrame on the grid [22].

1.2 Definitions and Preliminaries

The following terms are used throughout the thesis:

Definition 1.1: A Cluster: is a well defined collection of similar patternsdgpatterns from two
different clusters must be dissimilar.

Definition 1.2: A Hard (or crisp) clustering algorithm : is a clustering algorithm that assigns
each pattern to one and only one cluster.

Definition 1.3: A Fuzzy clustering algorithm: is an algorithm that assigns each pattern to each
cluster with a certain degree of membership.

Definition 1.4: Hierarchical Divisive Clustering Algorithm: the algorithm proceeds from the top
to the bottom, i.e., the algorithm starts with ¢erge cluster containing all the data points in the
data set and continues splitting clusters

Definition 1.5: Hierarchical Agglomerative Clustering Algorithm: the algorithm proceeds from
the bottom to the top, i.e., the algorithm starthwlusters each containing one data point and
continues merging the clusters

Definition 1.6: Partitional Clustering Algorithms: the algorithms those create a one-level non
overlapping partitioning of the data points.

Definition 1.7: A Distance Measure: is a metric based on which the dissimilarity of thatterns
are evaluated.

Definition 1.8: CURE: is an algorithm that identifies clusters having 1spherical shapes and

wide variances in size by representing each clustea certain fixed number of points that are
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generated by selecting well scattered points fleencluster and then shrinking them toward the
center of the cluster by a specified fraction.

Definition 1.9: ROCK: is an algorithm that measures the similarityvad tlusters by comparing
the aggregate inter-connectivity of two clusteraiagt a user-specified static inter-connectivity
model.

Definition 1.10: DBSCAN: is a density based clustering algorithm. The rllgmn grows regions
with sufficiently high density into clusters andsdovers clusters of arbitrary shape in spatial
databases with noise.

Definition 1.11: OPTICS: is an algorithm that computes an augmented clustdering for
automatic and interactive cluster analysis and yced a data set clustering explicitly. It creates
an ordering of the objects in a database, addityrstoring the core-distance and a suitable
reachability distance for each object. An algoritivas proposed to extract clusters based on the
ordering information

Definition 1.12: DENCLUE: is a method that clusters objects based on thlsis of the value
distributions of density functions.

Definition 1.13: MDBSCAN: is an algorithm that uses must link constraintsroher to calculate
parameters to ascertain Eps for each density loligion automatically, which used to deal with
multi-density data sets

Definition 1.14: GMDBSCAN: is an algorithm that based on spatial index amaitgchnique. It

is used to cluster large databases.

Definition 1.15: GMDBSCANUR: the proposed algorithm in this study. It is a mdkinsity
clustering algorithm based on grid and uses reptaee points.

Definition 1.16: Cell Density: is the amount of data in a cell.

1.3 Clustering Algorithms

There are thousands of clustering techniques oneenaounter in the literature. Most of the
existing data clustering algorithms can be clasgifas Hierarchical or Partitional. Within each
class, there exists a wealth of sub-class whiclludes different algorithms for finding the

clusters.
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While hierarchical algorithms [24] build clustersadually (as crystals are grown), partitioning
algorithms [7] learn clusters directly. In doing, dbey either try to discover clusters by
iteratively relocating points between subsetsyytd identify clusters as areas highly populated
with data.

Density based algorithms [25] typically regard tdus as dense regions of objects in the data
space that are separated by regions of low defidiy.main idea of density-based approach is to
find regions of high density and low density, whigh-density regions being separated from
low-density regions. These approaches can malasit ® discover arbitrary clusters. Recently,
a number of clustering algorithms have been presefur spatial data, known as grid-based
algorithms. They perform space segmentation anudgregate appropriate segments [26].
Many other clustering techniques are developednamily in machine learning, that either have
theoretical significance, are used traditionallysale the data mining community, or do not fit in

previously outlined categories. So we can summahigeslustering algorithms as follows [27]:

» Hierarchical Methods
o0 Agglomerative Algorithms
o Divisive Algorithms
» Partitioning Methods
o0 Relocation Algorithms
Probabilistic Clustering
K-medoids Methods
K-means Methods

o O o o

Density-Based Algorithms
Density-Based Connectivity Clustering
Density Functions Clustering
* Grid-Based Methods
* Methods Based on Co-Occurrence of Categorical Data
» Constraint-Based Clustering

» Clustering Algorithms Used in Machine Learning
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o Gradient Descent and Artificial Neural Networks
o Evolutionary Methods
» Scalable Clustering Algorithms
» Algorithms For High Dimensional Data
0 Subspace Clustering
o Projection Techniques

o Co-Clustering Techniques

Clustering is a challenging field of research inichhits potential applications pose their own
special requirements. The following are typicaluiegments of clustering in data mining:

* Type of attributes algorithm can handle.

» Scalability to large data sets.

» Ability to work with high dimensional data [28, 29]

» Ability to find clusters of irregular shape.

» Handling outliers (noise).

* Time complexity.

» Data order dependency.

» Labeling or assignment (hard or strict vs. softuazy [30, 31, 32]).

* Reliance on a priori knowledge and user definedpaters.

* Interpretability of results.
However, clustering is a difficult problem combioaal, and differences in assumptions and
contexts in different communities have made thensfier of useful generic concepts and
methodologies slow to occur.

1.4 Our Contribution

This research is principally concerned with theotleical and experimental study of a set of
multi-density clustering algorithms. And then makgrovements on these clustering algorithms
results in both quality and time.

The contribution of this thesis is that we devetbpg@ new clustering algorithm named

"GMDBSCAN-UR", Grid-based Multi-density DBSCAN UgjrRepresentative, by using sp-tree
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for clustering complicated and complex shaped é&tas a fast and accurate fashion based on
grid and uses representative points that reprabentlataset which leads to give the clustering
result in an early time compared with using allmeiin the datasets which leads to a time
consuming. Then the remaining points are labeledhto clusters based on that each non
representative point to which cluster is the cqoesling nearest representative point belongs.
Experimental results are shown in this thesis tmatestrate the effectiveness of the proposed
algorithms. We compared our proposed algorithmltesuth other famous related algorithms

results. And we present that our new proposed idtgoiis the best one in both quality and time.

1.5 Thesis Structure

The rest of the report is organized as follows: iZ&@a2 talks about related work which discusses
the clustering problem and background, Chapter rAnsarizes the methodology of the new
proposed clustering algorithm and a number of cotsceelated to the techniques used in our
proposed algothm; then Chapter 4 illustrates the idea of the new proposed algorithm with more
details and shows our contribution for improvindicéncy of GMDBSCAN-UR to cluster
complex data sets, Chapter 5 shows the experimeesallts which compare the our new
proposed algorithm with the previous density-badegadrithms; and finally Chapter 6 concludes

the thesis and presents suggestions for future.work

www.manaraa.com



Chapter 2
Related Work

Clustering has been studied extensively for moas #0 years and across many disciplines due
to its broad applications. Most books on pattemssification and machine learning contain
chapters on cluster analysis or unsupervised legurreveral textbooks are dedicated to the
methods of cluster analysis. Clustering algorithgnsup the data points according to various
criteria, as discussed by Jain and Dubes (1988) Riunaga (1990) [34], Clustering may
proceed according to some parametric model, ashén kkmeans algorithm of MacQueen
(1967)[35], or by grouping points according to sodistance or similarity measure as in
hierarchical clustering algorithms. Other approachelude graph theoretic methods, such as
Shamir and Sharan (2000)[36], physically motivaaégbrithms, as in and algorithms based on
density estimation as in Fukunaga (1990)[34]. Finst will talk about Semi-supervised
clustering, and then we will talk about the famalemsity-based algorithms. Semi-supervised
clustering, which uses class labels or pairwisesttamts on some examples to aid unsupervised
clustering, has been the focus of several receojeqs [37]. Existing methods for semi-
supervised clustering fall into two general apphmsc constraint-based and distance based
methods. At present, many scholars incorporatedviss constraints into state-of-art clustering
algorithms. Kiri Wagstaff et al. [38] incorporatedirwise constraints into k-means algorithm so
as to satisfy these constraints in the procesduefecing; Sugato Basu et al. [37] proposed the
PCK-Means algorithm which modifies the objectivendtion of clustering so that these
constraints can be satisfied in some degree, hawievaust rely on parameters and a large
number of castraints; Nizar Grira et al. [39] proposed the PCCA algorithm which was used to
image database cateization; Davidson et al. [40] enhanced the hierarchical clustering with
pairwise constraints, and presented intractabi#gults for some constraint combinations [41].
Wei Tang et al. [42] proposed a feature projectisethod with pair wise constraints ,which can
handle the high-dimension sparse data effectivélyere are a lot number of clustering
algorithms like K-means, PAM (Pattern Analysis avdchine Intelligence), Cure (Clustering

Using REpresentative) , Rock (Robust Clusteringngisiinks) and DBSCAN clustering
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algorithms, all have advantages and disadvantagasother. Here we shall summarize some of
them quickly in order to compare the number of thvith the proposed algorithm and highlight

the effectiveness of the new proposed algorithnm thesold ones.

Partitioning techniques like K-MEANS and PARlustering algorithms assume clusters are
globular and are of similar sizes. Both fail indarvariation in cluster sizes and when cluster
shapes are convex as in Figure 2.1 below. The etatas-igure 2.1 below contains two convex
clusters. K-MEANS and PAMIlustering algorithms fail to find the correct dieis, so that the

right cluster take points from the left one and\lee versa, and it is wrong result.

Figure 2.1: Clustering with K-MEANS and PAM algdins.

Hierarchical Techniques like CURE and ROCK clustgralgorithms use a static models to
determine the most similar cluster to merge inhterarchical clustering. CURE measures the
similarity of two clusters based on the similaritiythe closest pair of the representative points
belonging to different clusters, without considgrithe internal closeness (i.e., density or
homogeneity) of the two clusters involved. It fdidstake into account special characteristics and
shapes as in Figure 2.2 below, we get a wrongetingf result . ROCK measures the similarity
of two clusters by comparing the aggregate intemeativity of two clusters against a user-
specified static inter-connectivity model, and thiuignores the potential variations in the inter-

connectivity of different clusters within the sadegaset.
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Figure 2.2: Clustering an artificial data set WBbHRE algorithm.

This chapter is mainly concerned with presenting tfensity-based algorithms: DBSCAN,
OPTICS (Ordering Points to Identify the Clusteri8tyucture), DENCLUE (DENSsity-based
CLUstEring), MDBSCAN (Multi-density DBSCAN), GMDBS&N (Grid-based Multi-density
DBSCAN), Grid-Based algorithm and CURE clusterihgoathm. In our research we will talk
in more specific and deep about the density-baggutitnms which we interested in. The present
study is particularly based on developing DBSCANpanied by the grid in addition to using
representative points.

2.1 DBSCAN: A Density-Based Clustering Method Based oGonnected
Regions with Sufficiently High Density

DBSCAN (Density-Based Spatial Clustering of Applioas with Noise) is a density based
clustering algorithm. The algorithm grows regiongwsufficiently high density into clusters and
discovers clusters of arbitrary shape in spatighlssses with noise. It defines a cluster as a
maximal set of density-connected points[1].

The key idea of density-based clustering is thae&xh object of a cluster the neighborhood of a
given radius (Eps) has to contain at least a mimimwumber of objectsMinPts), i.e. the
cardinality of the neighborhood has to exceed @stiwld[43]. DBSCAN checks the Eps-
neighborhood of each poipt in the database. If the NEps(pgs points more thallinPts, a
new cluster C containing the points in NEpsi@)reated. Then, the Eps-neighborhood of all
points g in C which has not yet been processetasked. If NEps(qgontains points more than

MinPts, the neighborhood of g which is not contdimeC are added to the cluster and their Eps-

10
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neighborhood is checked in the next step. Thisq@ore is repeated until no new point can be

added to current cluster C [10].

The basic ideas of density-based clustering invava@umber of new definitions that are
intuitively presented here.

* The neighborhood within a radigof a given object is called treeneighborhood of the
object.

» If the e-neighborhood of an object contains at least a minh number MinPts, of
objects, then the object is called a core object.

» Given a set of objectf), we say that an objeptis directly density-reachable from object
g if pis within thee-neighborhood ofj, andq is a core object.

* An objectp is density-reachable from objegtwith respect tce and MinPts in a set of
objects,D, if there is a chain of objectd, ... , pn, wherepl = q andpn = p such that
pi+1 is directly density-reachable frgohwith respect t& andMinPts, for 1 <=i <= n,
pi belongs td.

* An objectp is density-connected to objegtwith respect toce and MinPts in a set of
objects,D, if there is an object o R such that botlp andq are density-reachable from
with respect t& andMinPts.

» Density reachability is the transitive closure afedt density reachability, and this
relationship is asymmetric. Only core objects angtually density reachable. Density

connectivity, however, is a symmetric relation[1].

DBSCAN Algorithm Problems:

DBSCAN [45] is a famous density-based clusteringhoé, which can discover the clusters with
arbitrary shapes and does not need to know the aumibclusters initially in its algorithm.
However, DBSCAN needs to know two parameters: EpsMinPts and the value of parameter
Eps is important for DBSCAN algorithm, but the ea#tion of Eps is time-consuming, it must
draw a sorted k-dist graph for dataset and userméates the first valley as the threshold Eps in
the graphical representation. What's more, duedm@gle global parameter Eps, it is impossible
to detect some clusters using one global-MinPtdodéts not perform well on multi-density data

sets. In the multi-density data set, DBSCAN maygedretween different clusters and may also
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neglect other clusters that assign them as naisBBISCAN, the user can specify the values of
parameters Eps, but it is difficult. Eps can becwdalted by k-dist map, but drawing k-dist map
spends a great deal of time. Also the runtime cewipyy of constructing R*-tree and
implementation of DBSCAN are not linearly [45].

2.2 OPTICS: Ordering Points to Identify the Clusteiing Structure

Although DBSCAN can cluster objects given inputgmaeters such ag€ and MinPts, it still
leaves the user with the responsibility of selertparameter values that will lead to the
discovery of acceptable clusters. Actually, thisasproblem associated with many other
clustering algorithms. Such parameter settings wmeally empirically set and difficult to
determine, especially for real-world, high-dimemsib data sets. Most algorithms are very
sensitive to such parameter values: slightly ddiférsettings may lead to very different
clustering of the data. Moreover, high-dimensionsdl data sets often have very skewed
distributions, such that their intrinsic clusterisggucture may not be characterized by global
density parameters. To help overcome this difficudt cluster analysis method called OPTICS
was proposed. Rather than produce a data set rohgstexplicitly, OPTICS computes an
augmented cluster ordering for automatic and iotam cluster analysis. This ordering
represents the density-based clustering structtirtheo data. It contains information that is
equivalent to density-based clustering obtainednfi@ wide range of parameter settings. The
cluster ordering can be used to extract basic edungt information (such as cluster centers or
arbitrary-shaped clusters) as well as provide titansic clustering structure. By examining
DBSCAN, we can easily see that for a constant Minatue, density based clusters with respect
to a higher density (i.e., a lower value &rare completely contained in density-connected set
obtained with respect to a lower density. Recadlt tthe parametetis a distance—it is the
neighborhood radius. Therefore, in order to producet or ordering of density-based clusters,
we can extend the DBSCAN algorithm to process afdistance parameter values at the same
time. To construct the different clustering simo#iausly, the objects should be processed in a
specific order. This order selects an object thate@nsity-reachable with respect to the lowest
€ value so that clusters with higher density (lowewill be finished first. Based on this idea,

two values need to be stored for each object cistartte and reachability-distance:
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» The core-distance of an objgxis the smallest’ value that make§ p} a core object. Ip
is not a core object, the core-distance of undefined.

» The reachability-distance of an objeptwith respect to another objeptis the greater
value of the core-distance of p and the Euclideatadce between p artf If p is not a

core object, the reachability-distance betwpamdq is undefined[1].

2.3 DENCLUE: Clustering Based on Density Distributon Functions

DENCLUE (DENSsity-based CLUstEring) [1] is a clustey method based on a set of
density distribution functions. The method is buiit the following ideas: (1) the influence of
each data point can be formally modeled using ehemaatical function, called an influence
function, which describes the impact of a data point within its neighborhood; (2) the overall
density of the data space can be modeled analytiaal the sum of the influence function
applied to all data points; and (3) clusters can then be determined mathematically by identifying
density attractors, where density attractors arallmaxima of the overall density function. Let x
and y be olffects or points in a d-dimensionpiit space. The influence function of data

object y on x is a function

fs¥ :F¢ M0 - R; 2.1
which is defined in terms of a basic influence timt

fo(x) = 1, () 2.2

This reflects the impact of y on x. In principleetinfluence function can be an arbitrary function
that can be determined by the distance betweenobjects in a neighborhood. The distance
function, d(x, y), should be reflexive and symmgtguch as the Euclidean distance function. It

can be used to compute a square wave influencéidanc

0....... if d(x,y)>0 2.3
f (X, Y) ={

Square

or a Gaussian influence function,
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_d(x.y)?

f (X, y) = e 20 2.4
Gauss

2.4 MDBSCAN Clustering Algorithm

This algorithm uses must link constraints in ortteccalculate parameters to ascertain Eps for
each density distribution automatically, which ugeddeal with multi-density data sets for
DBSCAN algorithm. MDBSCAN algorithm can reckon tharameter of DBSCAN for multi-
density data sets with constraints. MDBSCAN is ethud incorporate pairwise constraints
(must-link) proposed in some semisupervised clugjerlgorithms in order to calculate
parameters effectively and automatically which Wi used to deal with multi-density data sets
for traditional DBSCAN algorithm. MDBSCAN can finithe clusters of different sizes, shapes

and densities in multi-density data sets givenvga#g constraints[17].

Semi-supervised clustering with constraints

Semi-supervised clustering, which uses class latrgimirwise constraints on some examples to
aid unsupervised clustering, has been the focegwdral recent projects [37]. Existing methods
for semi-supervised clustering fall into two gemexpproaches: constraint-based and distance-
based methods. At present, many scholars incogmbrpairwise constraints into state-of-art
clustering algorithms. Kiri Wagstaff et al. [38]corporated pairwise constraints into kmeans
algorithm so as to satisfy these constraints inpttoeess of clustering; Sugato Basu et al. [37]
proposed the PCK-Means algorithm which modifiesdhgctive function of clustering so that
these constraints can be satisfied in some delgosesver it must rely on parameters and a large
number of castraints; Nizar Grira et al. [39] proposed the PCCA algorithm which was used to
image database categorization; Davidson et al. ¢hbjlanced the hierarchical clustering with
pairwise constraints, and presented intractabibgults for some constraint combinations [41];
Wei Tang et al. [42] proposed a feature projectieethod with pairwise constraints ,which can

handle the high-dimension sparse data effectiy&R).
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MDBSCAN Related Definitions:

Definition 2.1:( Must-link constraints [38]) Must-link set M: ik{, x2) belongs to M, then point
x1 and % have to be in the same cluster.

Definition 2.2: (k-th nearest neighbor distance) for a point p beload3, twe call the distance
between p and thetk nearest neighbor of p thetknearest neighbor distance of p, denoted by
P-Kdistance.

Definition 2.3: (k nearest neighbor list) for a point p belong®i@ set of k nearest neighbors is

called k nearest neighbor list of p, denoted byrfeighbor.

MDBSCAN is a new method incorporates pairwise tamsts (must-link) in order to calculate
parameters effectively and automatically which wasd to deal with multi-density data sets. It
makes use of some must-link constraints to calewdaime parameters Eps in different density
distributions; in latter step, it selects the bpatameter Eps that reflects the current density
distribution effectively for each density distribt by using a certain outlier detection
algorithm; finally, MDBSCAN works on the multi-dehgdata set with the calculated Eps.
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Figure 2.3 Framework of MDBSCAN algorithm.

In Figure 2.3(a), there are two density distribngidn the dataset and there are four must-link
constraints denoted by two black solid objects wvaithne. As we know, traditional DBSCAN
algorithm does not perform well on the data sdtigure 2.3(a) with any value of parameter Eps.
We can obtain four parameters Eps by using fourtdtimis constraints, and then we must select
two parameters Eps that reflect the density digtidm. Figure 2.3(b) shows the result of
DBSCAN with one parameter Eps; Figure 2.3(c) shows the result of DBSCAN with another
parameter Eps. As we know, thehknearest neighbor distance of a point can approrimat

reflect the density distribution of area that theénp is included. According to concept of must-
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link, each must-link constraint (p, ), p and q mos in the same cluster; in other words, they
are in the same density area, so we can considethth kih nearest neighbor distance of point p
and point q are nearly the same. What's moreaifigh q is in the same cluster, p and g should be
density-connected with respect to certain paranigpsrand MinPts. In order to find the density
distribution radius Eps which can let p densitysoected to g, we check thatknearest neighbor
distance of point p and point g. MDBSCAN make ut¢he must-link constraints to calculate

the radius Eps of areas whose densities are ditf¢1&].

MDBSCAN Clustering Algorithm Problems:

MDBSCAN is a very time-consuming clustering algomit It does not do well on the large

datasets, and sometimes it gives the resultsaftery long time.

2.5 GMDBSCAN Clustering Algorithm

Due to DBSCAN algorithm cannot choose parametepraaeg to distributing of dataset. It
simply uses a global MinPts parameter, so thathhstering result of multi-density database is
inaccurate. In addition, when it is used to clutdege databases, it will cost too much time. For
these problems, GMDBSCAN algorithm [45], based patigal index and grid technique, is

proposed.

The Process of GMDBSCAN Clustering Algorithm:

The process of GMDBSCAN clustering algorithm is sishof six steps as follows:
1. Datasets input and Data standardization.

2. Dividing the data space into grids.

3. Statistics the grid density and Construct SReTre

4. Bitmap forming.

5. Local-clustering and merging the similar substdus.

6. Noises and Border processing.

Here is an illustration of the steps in more depth:
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Partitioned into grid
Partitioning is dividing the data space into grifilee neighborhood of a point is simulated by a

grid, so the number of points in a grid and innleegghborhood is similar.

Construct SP-Tree

For the non-empty grids, the processes to build &-index are as follows:

Each grid takegNum(the number of points in the grids a keyword. Then start from the first
dimension to look for the node in the correspondiyger of SP-Tree. If the corresponding
number exists on SP-Tree, then it go to the nexiedsion. Repeat this until d+1 dimension.
After that, it creates a new leaf node to stord.dficorresponding number of the grid does not
exist on SP-Tree, then it creates nodes from &ysrl[45].

Dense — Sparse grid and
grig g Tsolated grid
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Figure 2.4 Framework of MDBSCAN algorithm.

In Figure 2.4(a), the entire space is divided Bfogrids. It only has seven dense grids. It creates
the SP-Tree only on these grids in Figure 2.4(b).

Bitmap Forming

In DBSCAN algorithm, we should calculate the disw@rbetween the data and the other and
judge whether it is less than Eppeatedly. So we do a preprocessing to calcul#te idistance

of each two data is less than or equal to Eps,séoie the information in the bitmap. If the
distance is less than or equal to Eps, it meansldkee are in each other's neighborhood. In fact,

we only calculate the distance of two data whicistexn the same or adjacent grids [45].
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Selecting Parameters of MinPtand Eps

Taking GDaslocal-MinPts approximation of the region where grid isTime grid volume rid
is not equal to the Data points Neighborhood voliaes so it is a factor to correct factor =
VEps/ VGrid. The relationship ofsD and MinPts is:factor = MinPts / GD= VEps VGrid. Eps
equals to the half length of the grid. The dathset volume n, if each grid contains k<8)

data in average, then each dimension is divideW ‘ parts. The length of each dimension

is 1 and the length of side of grid iy‘d\/n/k ‘ and the value of Eps Eps= 2/“‘\/ n/k ‘ [45].

Clustering

GMDBSCAN mainly gets the idea of locally clusterimdentifying alocal-MinPts for each grid.
For each grid, processing clustering with thetal-MinPts to form a number of distributed local
clusters. For the data density within the sametetushould be similar, if two sub-cluster which
have same points and the similar density, can brgedeo a single cluster. The algorithm sets a

variablesmilar as the threshold of density similarity among clis{é5].

The pseudo-code of GMDBSCAN is given below:

1. If each grid have been clustered
Then deal with boundary;
2. Output cluster, noises, outlier;
3. Else
Select grid whose Grid-Density is max and havebeein clustered;
ComputeMinpts =| factor* GD |

For each data in grid
Cluster with DBSCAN algorithm;
If data is belong to other substén Then
If gds>=similar
Then merge sub-cluster;
Else assign it to the sub-cluster whose centrailtpsimost nearest from
this point;
End;
Else tag the data as a new cluster; End;
4. End,
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Noises and Border Processing

Noises distribution is not very sparse, but its antois too small to form a cluster. So,
GMDBSCAN algorithm sets a parameter according todize of dataset. When the amount of
data in a cluster is less than it, the entire elugill be treat as noise [45].

GMDBSCAN Clustering Algorithm Problems:

GMDBSCAN is a time consuming to perform well ongardatasets, and sometimes it gives the

output after a long time.

2.6 Cure Clustering Algorithm

CURE is a hierarchical clustering algorithm thabgts a middle ground between the centroid-
based and the all-point extremes [8]. CU&Gorithm is more robust to outliers, and idensfie
clusters having non-spherical shapes and widen@egin size. It achieves this by representing
each cluster by a certain fixed number of pointt tire generated by selecting well scattered
points from the cluster, the scattered points gaptee shape and extent of the cluster. And then
shrinking them toward the center of the clusterabgpecified fraction. Having more than one
representative point per cluster allows CURE taustdjvell to the geometry of non-spherical
shapes and the shrinking helps to dampen the gftdcbutliers. The clusters with the closest
pair of representative points are the clustersdahaimerged at each step of CURE’s hierarchical
clustering algorithm. The scattered points approa&chployed by CURE alleviates the
shortcomings of both the all-points as well asd@etroid-based approaches. It enables CURE to
correctly identify the clusters in Figure 2.5(athe resulting clusters due to the centroid-based
and all-points approaches is as shown in FigurgbpRand 2.5(c), respectively. CURE is less
sensitive to outliers since shrinking the scattgueshts toward the mean dampens the adverse
effects due to outliers are typically further awfagm the mean and are thus shifted a larger
distance due to the shrinking. Multiple scatterednts also enable CURE to discover non-
spherical clusters like the elongated clusters showFigure 2.5(a). For the centroid-based
algorithm, the space that constitutes the vicioityhe single centroid for a cluster is spherical.
Thus, it favors spherical clusters and as showrignre 2.5(b), splits the elongated clusters. On

the other hand, with multiple scattered pointsegsasentatives of a cluster, the space that forms
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the vicinity of the cluster can be non-sphericald éhis enables CURE to correctly identify the

clusters in Figure 2.5(a).

Figure 2.5 Clusters generated by hierarchical élyos.

To handle large databases, CURE employs a combimatirandom sampling and partitioning.
A random sample drawn from the data set is firstitganed and each partition is partially
clustered. The partial clusters are then clustéreal second pass to yield the desired clusters.
The quality of clusters produced by CURE is muchtdoethan those found by existing
algorithms. Furthermore, they demonstrate thataandampling and partitioning enable CURE
to not only outperform existing algorithms but aleoscale well for large databases without

sacrificing clustering quality [8].

Random Sampling and Partitioning

CURE's approach to the clustering problem for ladgta sets is as follows. First, instead of pre-
clustering with all the data points, CURE begindbgwing a random sample from the database.

Random samples of moderate sizes preserve infematout the geometry of clusters fairly
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accurately, thus enabling CURE to correctly clusiter input. In particular, assuming that each
cluster has a certain minimum size, CURE uses odffebounds to calculate the minimum
sample size for which the sample contains, with lpgobability, at least a fraction f of every
cluster. Second, in order to further speed up etirgy, CURE first partitions the random sample
and partially clusters the data points in eachitpant After eliminating outliers, the pre-

clustered data in each partition is then clusterexdfinal pass to generate the final clusters [8].

Labeling Data on Disk:

Since the input to CURE's clustering algorithm iset of randomly sampled points from the
original data set, the final k clusters involveyal subset of the entire set of points. In CURE,
the algorithm for assigning the appropriate clukbels to the remaining data points employs a
fraction of randomly selected representative pofatseach of the final k clusters. Each data
point is assigned to the cluster containing theraggntative point closest to it. Note that
approximating every cluster with multiple pointstead a single centroid as is done in [46],
enables CURE to, in the final phase, correctlyritiste the data points when clusters are non-
spherical or non-uniform. The final labeling phasmce it employs only the centroids of the
clusters for partitioning the remaining points, f@sendency to split clusters when they have
non-spherical shapes or non-uniform sizes (sineesppace defined by a single centroid is a
sphere) [8].

2.7 Grid- Based Clustering Algorithms

The grid-based clustering approach uses a mullirgso grid data structure. It quantizes the
object space into a finite number of cells thabhfa grid structure on which all of the operations
for clustering are performed.
In general, a grid-based clustering algorithm csssof the following five basic steps:

» Partitioning the data space into a finite numberedls (or creating grid structure).

» Estimating the cell density for each cell,

= Sorting the cells according to their densities,

» Identifying cluster centers,

= Traversal of neighbor cells.
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The main advantage of the approach is its fastgsing time, which is typically independent of
the number of data objects, yet dependent on txdynimber of cells in each dimension in the
guantized space. It significantly reduces the cdatmnal complexity. Some typical examples
of the grid-based approach include STING, whichlengs statistical information stored in the
grid cells; WaveCluster, which clusters objectsigsa wavelet transform method; and CLIQUE,
which represents a grid-and density-based appréacitiustering in high-dimensional data

space. OptiGrid, GRIDCLUS, GDILC, WaveCluster alsoaxamples of grid-based clustering
[47].
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Chapter 3

Techniques and Background

This research aims to focus on a number of popllstering algorithms that are density-
based and to group them according to some spdmaeline methodologies. This chapter is
mainly concerned with presenting our adopted idgeaxplaining the integration of ideas in a
number of previous algorithms which suffer from soproblems, and we try to solve these
problem by integrated the grid-based in additionusing representative points in our new
proposed GMDBSCAN-UR algorithm as we will see ire thext chapter. Here is more

illustration of some techniques related to our wamkl ideas in this research.

3.1 Density-Reachability and Density Connectivityn DBSCAN Algorithm

Consider Figure 3.1 for a gives represented by the radius of the circles, and,|lsayinPts =
3. Based on the definitions was listed in the DB8IG#alysis in section 2.1:

1. Of the labeled pointg, o, andr are core objects because each is ircameighborhood
containing at least three points.

2. qis directly density-reachable from. m is directly density-reachable fromand vice
versa.

3. qis (indirectly) density-reachable frombecausej is directly density-reachable from
andm is directly density-reachable from However,p is not density-reachable from
becausey is not a core object. Similarly,ands are density-reachable froo ando is
density-reachable from

4. o, r, andsare all density-connected.

A density-based cluster is a set of density-cormteadbjects that is maximal with respect to
density-reachability. Every object not containecimy cluster is considered to hase.

"How does DBSCAN find clusters?' DBSCAN searches for clusters by checking the
neighborhood of each point in the database. If dheeighborhood of a poir contains more
thanMinPts, a new cluster witlp as a core object is created. DBSCAN then iteratigellects

directly density-reachable objects from these otjects, which may involve the merge of a few
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density-reachable clusters. The process terminatesh no new point can be added to any

cluster.

N0 T e T e
VYA e AY
»&\ . o)

. \/ \|‘>/ \/

Figure 3.1: Density reachability and density coninég in density-based clustering.

3.2 Data Types in Clustering Analysis
The type of data is directly associated with d&tatering, and it is a major factor to consider in
choosing an appropriate clustering algorithm. Ttiebaite can be Binary, Categorical, Ordinal,

Interval-scaled or Ratio-scaled [1].

Binary: Have only two states: 0 or 1, where 0 means treavariable is absent and 1 means that

it is present.

Categorical: also referred to as nominal, are simply used asesasuch as the brands of cars
and names of bank branches. That is, a categait#@bute is a generalization of the binary

variable; it can take on more than two states.

Ordinal: resembles a categorical variable, except thatMhstates of the ordinal value are
ordered in a meaningful sequence. For exampleegsainal ranks are often enumerated in a

sequential order.

Interval-scaled: are continuous measurements of a linear scalk agcweight, height and

weather temperature.

Ratio-scaled: make a positive measurement on a nonlinear sEaleexample an exponential

scale and the volume of scales over time are saiided attributes.
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There are many other data types, such as image tlatagh we believe that once readers get

familiar with these basic types of data, they stidad able to adjust the algorithms accordingly.

3.3 Similarity and Dissimilarity

Similarity and Dissimilarity (Distances) play an portant role in cluster analysis. Similarity
measures, similarity coefficients, dissimilarity aseares, or distances are used to describe
guantitatively the similarity or dissimilarity oivb data points or two clusters, that how similar
two data points are or how similar two clusters: &ne greater the similarity coefficient, the
more similar are the two data points. Dissimilanteasure and distance are the other way
around: the greater the dissimilarity measure stadce, the more dissimilar are the two data
points or the two clusters. Consider the two daiatp x and y example. The Euclidean distance

between x and y is calculated as

d(xy) = (0% =) 21

The lower the distance between x and y, the moobaility that x and y fall in the same
cluster.

Every clustering algorithm is based on the indexsiofilarity or dissimilarity between data
points [46].

3.4 Scale Conversion

In many applications, the variables describingdhpects to be clustered will not be measured in
the same scales. They may often be variables opletety different types, some interval, others
categorical. Scale conversion is concerned withttalesformation between different types of
variables. There are three approaches to clusjectsldescribed by variables of different types.
One is to use a similarity coefficient, which cacarporate information from different types of
variable. The second is to carry out separate aeslpf the same set of objects, each analysis
involving variables of a single type only, and thiensynthesize the results from different
analyses. The third is to convert the variableglifiErent types to variables of the same type,
such as converting all variables describing theeasjto be clustered into categorical variables

[48]. Any scale can be converted to any other sc@&veral cases of scale conversion are
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described by Anderberg (1973) [48], including imtdrto ordinal, interval to nominal, ordinal to
nominal, nominal to ordinal, ordinal to interval,ominal to interval, dichotomization

(binarization) and so on.

3.5 GMDBSCAN-UR Related Definitions

Definition 3.1: Cell: is the smallest unit in the SP-Tree.

Definition 3.2: SP-Tree [49]: the structure of SP-Tree is generated byitpar P of dataset D as

follows:

1. SP-Tree has a root cedhd is consists of d+1 layer, in which d is the dimension of dataset;

2. Each dimension of dataset has its corresponidiyer in SP-Tree and d+1 dimension is
corresponding to all non-empty cells;

3. Except layer d+1, there are some internal aeiese forms are (gNum,nextLay) in layer i.
gNum is the interval ID of a cell at the dimensiomextLay is a pointer which points to a
leaf cell in layer d . In other layers, next Layirge to the next layer cell which contains the
IDs of all dissimilar non-empty cells of next dinsgon corresponding to the current cell;

4. The path from root cell to leaf cell is corresgimg to a cell.

Definition 3.3: Cell-Density: The Cell-Density is denoted by CD, and definetbiew :

oD = Amount of samples in the cell 48

Volum of the cdll

Definition 3.4: Dense Cell: the cell that contains more than or equal tottineshold numbers of
data points.

Definition 3.5: Cell-Neighboring: it is defined that cl is the node neighborhooaf only if
there is a point between these two cells.

Definition 3.6: VCéll: The cell volume.

Definition 3.7: VEps: The Data point's Neighborhood volume.
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Chapter 4
Proposed Algorithm "GMDBSCAN-UR"

The purpose of this research is to discover clast@h arbitrary shape, to regard clusters
as dense regions of objects in the data spaceatkeaseparated by regions of low density
representing noise. In addition, the study is egexd in algorithms that take into account the
density to cluster the various real and artifidatasets. Our work in this research performs the

density-based clustering in many stages as yoseatn the following sections.

4.1 Our Adopted Idea

What exactly happens in practice is as followsbegin with,the first stage is to input a multi-
density dataset. We want to reduce the time coripleta order to achieve this purpose, we
propose a grid-based cluster technique, [22, 23fwilivides the data space into cells. A
number of well scattered points in each cell inghd are chosen. These scattered points capture
the shape and extent of the dataset as all. Tregeered points after shrinking are used as
representatives of its cell. The chosen scatteogttpare next shrunk towards the centroid of the
cell by a fraction alpha. The cells with the cldgesir of representative points are the cells that
are merged at each step of our work. The scatteogtts approach employed by our work
alleviates the shortcomings of both the all-poagswell as the centroid-based approaches [49].
Thus, our work in this research adopts a middlenggobetween the centroid-based and the all-
point extremes. Next we treat all data in the sagleas an object, and all the operations of
clustering are done on the this cell. This redeateals with two approaches of making
clustering data set with multi-densities; the twaoices give the same result with flexible
options. The first option is dealing with a spexiell with its local density so that; it is pddsi

to vary the parameter Eps from cell to cell in ta@aset and make the parameter MinPts to be
constant. The second option is to make the pararigte constant over all cells and vary the
parameter MinPts from cell to cell. Parametersahdepends on the local cell density. Next,
make local clustering in each cell and merge batvike resulted clusters. The next step is label

the points, not chosen in the representative poitdsthe resulted clusters. After that, the post
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processing is become needed in such a way to dedhraresults. Finally and the necessary step

in all clustering algorithms is to eliminate noesad outliers.

4.2 GMDBSCAN-UR Steps

Our proposed clustering algorithm, GMDBSCAN-UR, sists of eight steps, these are as
follows:

. Datasets input and Data standardization.

. Dividing dataset into smaller cells.

. Chosen representative points in each cell.

. Selecting Parameters of MinPts and Eps.

. Bitmap Forming.

. Local-Clustering and Merging the Similar Substérs using DBSCAN algorithm.

. Labeling and Post Processing.

0o N oo oA WN P

. Noise Elimination

Here we explain our new multi-density clusteringgaaithm based on grid and using
representative points, GMDBSCAN-UR. Here we wilustrate the algorithm implementation

steps in more details:

4.2.1 Datasets Input and Data Standardization

Data standardization [51] makes data dimensionléss.useful for defining standard indices.
After standardization, all knowledge of the locati@nd scale of the original data may be lost. It
is necessary to standardize variables in casesewther dissimilarity measure, such as the
Euclidean distance, is sensitive to the differenceshe magnitudes or scales of the input
variables (Milligan and Cooper, 1988)[52]. The aygmhes of standardization of variables are
essentially of two types: global standardizatiord amithin-cluster standardization. Global
standardization standardizes the variables acribssleanents in the data set. Within-cluster
standardization refers to the standardization dleatirs within clusters on each variable. Some
forms of standardization can be used in globaldatedization and within-cluster standardization

as well, but some forms of standardization candelun global standardization only [47]. The
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z-score is a well known form of standardization duger transforming normal variants to

standard score form. Given a set of raw data Dzibeore standardization formula is defined as

(O 4.1

Wherexa ando”j are the sample meantandl@rd deviation of thehjattribute, respectively.
The transformed variable will have a mean of O andariance of 1. The location and scale
information of the original variable has been Iagtis transformation is also presented in (Jain
and Dubes, 1988, p. 24) [53].

So, the first step in our proposed algorithm, GMQBBI-UR, is to input the dataset which is in
a multi-density format like for example real data&eult” and artificial data set "chameleon”,
we name it like that because it has been useddae chameleon algorithm [51]. And then
make the data standardization step. Figure 4.Iwbelca multi-density dataset, it has clusters

with different densities.

Figure 4.1: Multi-density dataset.

4.2.2 Dividing Dataset into Smaller Cells

Partitioning divides the data space into smalldisc&o the cells numbers of points are not
equal. Figure 4.2 show a multi-density dataset Wwiscdivided to cells as in Figure 4.3. Figure

4.3 shows that the top most left cell's humber @hs is not equal to top most right cell's

number of points. So the second step is dividirggdata space into cells in order to make local
clustering in each cell. The number of cells penetsion is calculated i8PTree.construct()

method. The SP-Tree is created only on these dmfisevhereCD >=1.
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where:| denotes the density threshold; it is an integeuevand,CD is the cell density. Then
each point is then assigned to a cell bySReéree.insert() method. Cells i.e. th8PTree.leaves,
have a collection of points.

Dataset
Multi-density

Figure 4.2: Multi-density Dataset. Figure 4.3: Dividing the dataset to smalleli<

4.2.3 Chosen Representative Points

A number of well scattered points in each cell @esen. The scattered points in the cell must
capture the shape and extent of that cell as shiowigure 4.4. The black points in Figure 4.4
below are the representative points, it is cleat the number of representative points is smaller
than the number of points in the cell. And theggegentative points are well scattered over the
original dataset points. This step leads to sigaift improvements in execution times in our new
proposed GMDBSCAN-UR algorithm.

Figure 4.4: Taking a well scattered representginiats in each cell.

So we visit all cells (leaves) in the tree and d®a percentage number of points, say half, to be
the representative points in the cell. All the esggntative points in all cells are the represerdati

points of the dataset. We put all representativetpan a dataset_Rep. At the same time we put
the not chosen points from every cell and put léise points in another data set named,
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dataset_Remainder to be use it the labeling stiep. IRigure 4.5 below shows some dataset
along with its representative points. It is cldattthe chosen representative points Figure 4.5 (b)
are actually represents the original dataset Figusga). Good representing the original dataset

is very important issue in getting good final ¢arsg results.

(a) (b}

Figure 4.5: Dataset along with its representatviefs.

4.2.4 Selecting MinPts and Eps Parameters

In each cell, one approach is used in selectingvind®ts and Eps. Either selects the MinPts for
each cell individually and let the Eps to be contstar all cells or select the Eps for each cell

individually and let the MinPts to be constantétircells.

Firstly: when we use the same Eps with varying NBnkhen we have the following:

We apply the idea on the cells as shown below guréi 4.6 using same MinPts in all cells to
merge but in different Eps from cell to cell; itee MinPts is 4 at all cells but, at the most left
grid the Eps is the smallest because this ceflagriost dense; at the middle cell the Eps is wider
because this cell is less dense, at the righttoellEps is the widest because it is the lowest
density.

Figure 4.6: Using same MinPts with varying Eps.
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Secondly: we apply the idea using the same Eps watltying MinPts, then we have the
following: we apply the idea on two cels shown below in Figure 4.7; using same Eps in all
cells to merge but in different number of MinPtsnir cell to cell, i.e. at the left cell the MinPss i

4; the right choosing the cell MinPts to be 2 is erfoug

Figure 4.7: Using samigps with varyingMinPts.

4.2.5 Bitmap Forming

Calculate the distance of two data which existshima same or adjacent cells. Calculate the
distances of each two data and compare with Epsdtoee the information in the bitmap. If the
distance is less than or equal to Eps, it meanddteeare in each other's neighborhood [47].

Cell Density, denoted by CD, is defined as amotimtada in a cell. Taking CD as local-MinPts
approximation of the cell region. If the Cell Volepdenoted by, VCell is not equal to the data
point's neighborhood volume, VEps, we set a fattocorrect it,factor = VEps / VCell. The
relationship of CD and MinPts is:

Factor = MinPts/ CD = VEps/ VCdll 4.2
MinPts = factor * CD 4.3

This step make all necessary needed statisticdhw¥iltbe used in the next later steps.

4.2.6 Local-Clustering and Merging the Similar Subelusters using DBSCAN
Algorithm

In this step we apply the original DBSCAN methoddlty in each cell using the computed
MinPts and Eps parameters. Our work in this stu@yniyn gets the idea of locally clustering,
identifying a local-MinPts for each cell in the ds¢t. For each cell, processing clustering with

their local-MinPts to form a number of distributedal clusters.
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The step is divided into consecutive steps to nlagal clustering and merging the similar sub

clusters as you can see.

1-

First is to select the cell whose density is maxmand has not been clustered. During
that time we deal with boundary. Dense cells redahose cells whose cell density, CD,
is greater than or equal to some predefined thiésho

Then sparse cells which close to dense cells,Hairt tell densities are less than the pre-
specified threshold. Data in sparse cell may basenor border, it needs further study.
Isolated cells refer to those whose cell densitgss than threshold and not close to some
dense cell. All data in isolated cells could beardgd as noise and isolated data. In
DBSCAN, if the border object is in the scope of Emsghborhood of different core
objects, it is classified into the cluster to sbrstly. Here in our GMDBSCAN-UR
algorithm, we set such object to the cluster whumge object is the nearest to this object.

Second, we compute MinPts for each data in celtiwlis equation given by:
MinPts = factor * CD 4.4

Then Cluster with original DBSCAN algorithm and feach unvisited point ,P, in
dataset, D, mark P as visited and compute the beiglof the point P, then compare this
number with the MinPts. If neighbors are less tihdinPts then label P as a noise,
otherwise label it as a core point and so on. xgrand the current cluster.

If data belongs to another sub-cluster, then m#rgeéwo clusters, and if not, assign it to
the cluster whose has the nearest representatinefpmm this point and tag the data as a

new cluster.

4.2.7 Labeling and Post Processing

Since the input to GMDBSCAN-UR'’s clustering algbnt is a set of well scattered chosen

representative points from the original large detiathe final k clusters involve only a subset of

the entire set of points. In GMDBSCAN-UR, the aitfon for assigning the appropriate cluster

labels to the remaining data points employs thecsedl representative points for each of the

final k clusters. Each data point is assigned ®® dluster containing the representative point

closest to it. Note that approximating every clustgh multiple points instead a single centroid
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enables GMDBSCAN-UR correctly distribute the daténgs when clusters are non-spherical or
non-uniform. After that, we check the density foe tresulted k cluster. If there are two clusters
with nearly same density and very close to eachrstlthey can be merged to a single cluster as
a post processing step. The remerging step goewithut very accurate final results. Thus, the
remerging step applied on the resulted clustereng necessary step [49].

This step, Labeling and Post Processing, labellhgoints in the dataset Remainder data set,
which are not entered in the clustering process.eivery point in the dataset Remainder, we
search for the nearest point from the dataset R&selt, which is clustered and becomes point
belongs to some cluster. Once find the nearestt gadm the dataset_Rep to the point from
dataset_ Remainder, we can label this non-clustposat to the cluster contains the nearest

representative point. Now, to this end we haveailhts in the dataset become clustered.

4.2.8 Noise Elimination

Any data set almost always contains outliers. Thieseot belong to any of the clusters. That is,
the neighborhoods of outliers are generally spa@mpared to points in clusters, and the
distance of an outlier to the nearest cluster immaratively higher than the distances among
points in points in the clusters themselves. Evelgstering method needs mechanisms to
eliminate outliers. In GMDBSCAN-UR, outliers due tteeir larger distances from other points,
tend to merge with other points less and typicgityw at a much slower rate than actual clusters.
Thus the clusters which are growing very slowly identified and eliminated as outliers. Also,
since the number of points in a collection of @rdiis typically much less than the number in a
cluster and that outliers form very small clusteve can easily identify such small groups and
eliminate them. Consequently, the final step, th#ier elimination, is necessary step for good

clustering.

4.3 GMDBSCAN-UR Algorithm Properties

» Taking into account both the inter-connectivitynad| as the closeness of the clusters
= Considering the internal characteristics of thestets themselves.
= QOperates successfully on data sets with variousesha

" Dividing to Grid:
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o Allows scaling to large datasets.
o Significantly, it reduces the computational comiex
Does not depend on user-supplied model.

GMDBSCAN-UR clustering algorithm is very sensititee two parameters, MinPts and
Eps.
GMDBSCAN-UR clustering algorithm divides its workito three separate steps as

follows:

First: Make the main clustering after dividing the dafsace to cells and choose the

representative point to enter the clustering proeath the DBSCAN algorithm.

Second: After getting the clusters and for the resultb® more accurate, we need to
perform such as a post processing step to get awotgate results of the clusters, that the
result we get may contain more small size clusiersto over clustering which is not a
good choice in clustering. So, here in GMDBSCAN-WR run a remerging method to
get more accurate result. This remerging metheais time consuming and we can run
such a method comfortably without worrying abowg time to increase in the clustering

algorithm.

Third: Up to this point we have a set of points thatndb enter the clustering process
and do not belong to any of the resulting clustelexe the role of the labeling step is to
get every point that is not in the chosen repriagie set of points, i.e. not clustered
points, and search for the nearest point to it ftberepresentative points, then assign the
non-clustered point to the cluster that the repriede clustered point belongs to. To

this end, we have all data points are clusterseaicti belongs to the true cluster.
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4.4 GMDBSCAN-UR Algorithm Pseudo-Code

Algorithm 4.1: GMDBSCAN-UR algorithm.
Purpose: Cluster a multi-density complex dataset in an effitway.
Inputs: Multivariate dataset.
Outputs: Clusters.
Procedure
1. if each cell has been clustered
Then deal with boundary;
Output cluster, noises, outlier;
2. Else

3. While there is a cell in the data space not clester
Select half of the cell points and fh&m in the dataset_Rep

Put the other half of the cell points and put therhe dataset Remainder
and remove them from the corresponding cell

Select cell whose Node-Density is max and has not
been clustered,;

ComputeMinPts=| factor* ND |

For each data in cell
Cluster with DBSCAN algorithm;
If data belong to other sub-cluster Then
If gds>=similar Then mergub-cluster;
Else assign it to the sub-cluster whose centrialt i©
most nearest from this point;
End;
Else tag the data as a new cluster
End;

4. End while

5. For each point in dataset_Remainder
Search for the nearest point in all the resultedtels and assign this point
to the cluster contains the nearest point.

6. End;

7. For each resulted cluster
Apply the remerge method

8. End

9. End;
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Chapter 5

Experimental Results

In this chapter we will show a sufficient numberregults with various types of datasets with
various numbers of points also, and with thesetspte will compare between four algorithms
namely: DBSCAN, MDBSCAN, GMDBSCAN and, our proposadorithm, GMDBSCANUR
for clustering 2 featuresage versusfnlwgt (final weight) - subsets of UCI "adult" datasé@the
following sections contain figures and tables whaglow the corresponding times and the

number of clusters for each comparable algorithm.

5.1 Adult Dataset

This dataset comes from the UCI repository of maehearning databases [50]. Table 5.1 show
the necessary information about adult datases. dtmultivariate dataset as we want to show the
effectiveness of our proposed GMDBSCAN-UR algorithkdult dataset has 48842 categorical
and integer instances. It has 14 attributes. fdolhewing subsections are more specifications
about the adult dataset. Figure 5.1 below showl athtasetln our experiments we choose two

numerical, integers, attributes. So, the datasaaaus three clusters each has a different density.

Figure 5.1: Adult dataset.
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Table 5.1: Adult dataset specification

Data Set Multivariate 4884
Number of
Characteristics: Instances:
Attribute Categorical Number of 14
Characteristics: Integer Attributes:

Number of Instances

« 48842 instances, mix of continuous and discresan$32561, test=16281)
« 45222 if instances with unknown values are remqtrath=30162, test=15060)

Number of Attributes

6 continuous, 8 nominal attributes.

Some of Attribute Information:

age: continuous.
fnlwgt: continuous.

sex: Female, Male.

WD PF

hours-per-week: continuous.

5.2 Chameleon Dataset

Chameleordataset is an artificial dataset, we use it to watal our proposed algorithm [54]. It
has 8000 data points. We choose two attributedoable values. Chameleon dataset has a
nested not simple shape dataset and it consist& ahulti-densities clusters. Each cluster has

arbitrary shape and many noises. Figure 5.2 belhmws chameleon dataset.
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Figure 5.2: Chameleon dataset.
5.3: DBSCAN Results

In this section w are going to explain DBSCAN caustg algorithm results. Figure 5.3 and
Figure 5.4 below show DBSCAN algorithm clusteriegults. Figure 5.3 (a), (b), (c), (d), () and
(f) are the results of clustering 250, 500, 10000@® 4000 and 8000 points respectively from
adult dataset with DBSCAN clustering algorithm. Aridure 5.4 (a), (b), (c), (d), (e) and (f) are
the results of clustering 250, 500, 1000, 2000,04@nd 8000 points respectively from
chameleon dataset with DBSCAN clustering algoritidBSCAN fails in clustering the multi-
densities datasets like adult. It fails in clustgrivarious numbers of points; that it cannot
discover all clusters in the dataset as you canrsed Figure 5.3 parts below. DBSCAN can
only discover one or two clusters and fail to dismothe others, see Figure 5.3 (a)-(f). In
clustering 250 points, it can discover only onestdu while the others disappeared because
DBSCAN was not able to appear them. May be the gn@sult of disability to discover all
clusters when clustering with part from the dataset normal result, due to the absent of the
remainder of dataset points leads to another dateise another characteristics and another
density distribution. So, here we must talk onlpatbclustering with all points, 8000 points, in
the dataset. The clustering output when dealing) ait data points of dataset has a meaning.
Here, Figure 5.3 (f) is the result of clustering tile 8000 point from adult dataset with
DBSCAN clustering algorithm. Although we use aletbataset's data points, DBSCAN only
discover one cluster.
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Figure 5.3: Adult dataset clustering results ufMSCAN algorithm.
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Also DBSCAN algorithm gives the same results edjesaliwhen cluster with chameleon dataset.
It fails to discover clusters in such a multi-déyslatasets like the artificial chameleon dataset
Figure 5.2. Chameleon dataset consists of six rdifte densities from each other. In our
experiments DBSCAN can discover only one clusteinasigure 5.4 (a)-(f). Figures 5.4 (a)-(f)
are the results of clustering 250, 500, 1000,2@0)4and 8000 points from chameleon dataset
respectively. DBSCAN merges between different telisswhereas it is impossible to merge
between them. The previous wrong merges betweastecturesult with a wrong final results. So,
DBSCAN is a very bad clustering algorithm with altihdensity datasets.
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Figure 5.4: Chameleon dataset clustering resuitgyUi3BSCAN algorithm.
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Table 5.2 is the resulting times and equalitieglotering adult and chameleon datasets with
DBSCAN clustering algorithm. The table's first aolo represents the number of points used to
make the clustering process. These numbers aré@50000,2000,4000 and 8000 points. The
table's second and fourth columns are the multsithedatasets, adult and chameleon, clustering
times in milliseconds. While the third and theHifable's columns are the corresponding resulted
numbers of clusters. We notice that the clustetimg is directly promotional to the number of
input points. DBSCAN algorithm tak&90855milliseconds and. 591 15milliseconds to cluster
8000 points from adult and chameleon datasets cégply. And also the quality is bad, it must
be three clusters in adult dataset while it outjpuy one cluster. And it must be six clusters in
chameleon dataset while it outputs only one clusibus, DBSCAN algorithm is not a good

choice in both the quality of the resulting outplusters and in the execution time.

Table 5.2: Adult and chameleon datasets clustedaglts summary using DBSCAN algorithm.

DBSCAN
No. Points| Time (ms) No. of Time (Ms) No. of
"adult" clusters "chameleon"] clusters
250 47 2 47 1
50C 14C 1 141 1
100c 79¢€ 1 45¢ 1
2000 5522 1 2527 1
4000 41341 2 19282 1
8000 390855 1 159115 1

Thus clustering multi-densities datasets, like aduit a&hameleon datasets, by DBSCAN
algorithm, we get bad quality results with long ésnas we see from the above table. Thus,
DBSCAN clustering algorithm is a time consumingaaithm when dealing with large multi-
densities datasets. This is due to Eps parametee wehich is very important for DBSCAN
algorithm, but it's calculation is a time-consuminig other words, clustering algorithms is in
need to discover a better version of DBSCAN alfamnito deal with these special multi-densities
datasets.

42

www.manaraa.com



5.4: MDBSCAN Results

Here in this section, we will offer the resultstbé second comparison algorithFigure 5.5 and
Figure 5.6 below show MDBSCAN algorithm clusterirggults. Figure 5.3 (a), (b), (c), (d), (e)
and (f) are the results of clustering 250, 500,01@D00, 4000 and 8000 points respectively from
adult dataset with MDBSCAN clustering algorithm. dArigure 5.6 (a), (b) and (c) are the
results of clustering 250, 500 and 1000 points eesypely from chameleon dataset with
MDBSCAN clustering algorithmMDBSCAN gives results better than DBSCAN results in
clustering the multi-densities datasets like adslyou see in Figure 5.5 (a)-(f). MDBSCAN was
not able to discover all clusters in the datasetectly. In clustering 250 points, it can discover
only two cluster, while in clustering 500 point$,can discover only one cluster. The most
important point to talk about is the result of ¢kugg the dataset at all, 8000 points. Figure 5.3
(f) is the result of clustering all the 8000 pofmdim adult dataset with DBSCAN clustering
algorithm. MDBSCAN algorithm makes more splits to output sewhusters instead of three
clusters.
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Figure 5.5: Adult dataset clustering results u$tigBSCAN algorithm.
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Figure 5.6: Chameleon dataset clustering resultgddDBSCAN algorithm.

Clustering chameleon dataset with MDBSCAN algoritgives also bad results8dDBSCAN
algorithm fails in discovering clusters in such altirdensity datasets as in Figure 5.6. In our
experiments, MDBSCAN makes wrong splits and wrorggges as in Figure 5.6 (a)-(c). Figures
5.4 (a)-(c) are the results of clustering 250, 0@ 1000 points from chameleon dataset
respectively. MDBSCAN takes a very long time tostér 1000 points from the dataset. It was
enough to display only 250, 500 and 1000 pointstehing results. Displaying more MDBSCAN
results will not needed because it is clear thatB8BAN clustering algorithm is a very bad one
with large multi-density dataseSlustering with MDBSCAN is a very time consumingeess.
For this reason, we stopped clustering more pdaiey®nd the 1000 points. So, MDBSCAN is a
very time consuming clustering algorithm and nog@od choice when clustering a large
datasets.

Table 5.3 is the resulted times of clustering admit chameleon datasets with MDBSCAN
clustering algorithm. The table's first column eg@nts the number of points used to make the
clustering process. These numbers are 250,500200MA4000 and 8000 points. The table
second and fourth columns are the multi-densitasds, adult and chameleon, clustering times

in milliseconds. While the third and the fifth cotas are the corresponding resulted numbers of
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clustersMDBSCAN algorithm is a very time consuming algonittand does not work well with
large datasets like adult and chameled®BSCAN gives better quality results than DBSCAN
clustering algorithm, but it is the worst in timengpared with the all the other density-based
clustering algorithms. So, MDBSCAN algorithi® a not a good choice in clustering large multi-
density datasets due to its spending a very lang tin Eps and MinPts parameters calculations.
Thus, the researchers do their best efforts toodecan alternative multi-density clustering
algorithms to face MDBSCAN algorithm problems.

Table 5.3: Adult and chameleon datasets clustegaglts summary using MDBSCAN algorithm.

MDBSCAN

No. Time (Ms) No. of Time (Ms) No. of clusterg
Points "adult” clusters | "chameleon"

25C 49¢ 2 1762 1

500 1623 1 64608 7

1000 5631 4 426040 14

2000 20891 7 very long time -

4000 502486 7 very long time -

8000 | verylong time 7 very long time -

5.5: GMDBSCAN Results

This is an improved version of DBSCAN algorithm.idta multi-density clustering algorithm.
We can see that GMDBSCAN algorithm gives good tedolit it takes a bit more time which
make us to search for a better one in clusterimg.tiFigure 5.7 and Figure 5.8 below show
GMDBSCAN algorithm clustering results. Figure 5aj,((b), (c), (d), (e) and (f) are the results
of clustering 250, 500, 1000, 2000, 4000 and 804iGtp respectively from adult dataset with
GMDBSCAN clustering algorithm. And Figure 5.8 (&), (c), (d), (e) and (f) are the results of
clustering 250, 500, 1000, 2000, 4000 and 8000tpoaspectively from chameleon dataset with
GMDBSCAN clustering algorithm. GMDBSCAN algorithnesults is better than MDBSCAN
algorithm's results in both quality and time. Wes a@joing to talk in more specific about
GMDBSCAN algorithm results. GMDBSCAN algorithm makeore not needed splits in adult
dataset clustering which resulted in 18 clustersnaBigure 5.7 (f). In chameleon clustering,
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GMDBSCAN gives a correct result as in Figure 5)8<ix clusters, but in a quite long time. So

we still in need to more improvements in clusteqimgcess time.
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Figure 5.7: Adult dataset clustering results ussMDBSCAN algorithm.
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Figure 5.8: Chameleon dataset clustering resuitguSMDBSCAN algorithm.

Table 5.4 is the resulted times of clustering admd chameleon datasets with GMDBSCAN

clustering algorithm. Table's first column reprdsethe number of points used to make the
clustering process. These numbers are 250,5002W0MA000 and 8000 points. The table's

second and fourth columns are the multi-densitasias, adult and chameleon, clustering times

in milliseconds. While the third and the fifth colas are the corresponding resulted numbers of

clusters. We see that GMDBSCAN algorithm is not bad it is a good clustering algorithm. It

gives good results but it is not fast enou§b. we still in need to a faster clustering algonith

like the proposed one in our current study.

Ol LAC U Zyl_i.lbl
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Table 5.4: Adult and chameleon datasets clustegaglts summary using GMDBSCAN algorithm.

GMDBSCAN
No. Points | Time (ms) No. of Time (Ms) No. of
"adult" cluster: "chameleon cluster:
250 270 1 712 1
500 820 2 250 3
1000 3181 2 859 4
200C 1559 2 544¢ 7
4000 31672 10 17410 8
8000 227995 18 59470 6

5.6 : GMDBSCAN-UR Results

GMDBSCAN-UR clustering algorithm solves all problemwe faced in all previous algorithms
as we can see from the results in this sectionurip.9 and Figure 5.10 below show
GMDBSCAN-UR algorithm clustering results. Figuré® %a), (b), (c), (d), (e) and (f) are the
results of clustering 250, 500, 1000, 2000, 400D 00 points respectively from adult dataset
with GMDBSCAN-UR clustering algorithm. And Figurel® (a), (b), (c), (d), (e) and (f) are the
results of clustering 250, 500, 1000, 2000, 4008 @200 points respectively from chameleon
dataset with GMDBSCAN-UR clustering algorithm. Henee will talk in more depth about the
clustering process with our new proposed GMDBSCARI-tlustering algorithm. In this section,
we evaluate the performance of GMDBSCAN-UR, and garma it with previous density-based
clustering algorithms. All problems we faced in@dévious density-based clustering algorithms
are solved with GMDBSCAN-UR algorithm. Figure 5f9i6 the result of clustering 8000 data
points from adult dataset. GMDBSCAN-UR clusteririgogithm is an effective and efficient
clustering algorithm. GMDBSCAN-UR gets better desuthan GMDBSCAN results.
GMDBSCAN-UR can recognize noise and outliers frdme tlatasets. Figure 5.10 (f) is the
results of clustering all chameleon data point€)08foints. Chameleon dataset has 8000 data
points of six clusters. Each cluster has arbitsdrgpe and many noises. Our proposed clustering
algorithm, GMDBSCAN-UR, succeeded in clustering ladand chameleon multi-density
datasets and gives good quality results with atghmes. The performance of GMDBSCAN-UR
algorithm is superior to GMDBSCAN, MDBSCAN and DBAR algorithms as the volume of
data increases. In GMDBSCAN-UR algorithm, if thetadgoints of dataset increased, the

runtime complexity increases linearly as the voluohalata increases. At the same time, the
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improvements in time compared with the previouslgntioned density-based algorithms are
increased very fast.
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Figure 5.9: Adult dataset clustering results usBMDBSCAN-UR algorithm.
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Figure 5.10: Chameleon dataset clustering resaltgguGMDBSCAN-UR algorithm.

Table 5.5 shows the results of clustering varioumlmers of data points in both adult and
chameleon datasets, and illustrates the differemteimes between our algorithm and the
density-based previous ones. Take for exampledke of clustering all dataset data points, 8000
point, in adult dataset. You can see how muchtithes differences in milliseconds between the
four clustering algorithms. Times in millisecondse:a 390855 in DBSCAN, 227995 in
GMDBSCAN, a very long time in MDBSCAN and 83975 our proposed algorithm,
GMDBSCAN-UR. The difference is clear between our proposed dlyori GDBSCAN-UR,

and the comparable other algorithms. The samehf@meleon dataset, clustering all data points,

Ol LAC U Zyl_ﬂbl
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8000 data points, in chameleon dataset, we sawthbatlifference is awesome. The clustering
times in milliseconds are: 159115 in DBSCAN, veond time in MDBSCAN, 59470 in
GMDBSCAN and 30767 in GMDBSCAN-UR as shown in Tablg, Table 5.3, Table 5.4 and
Table 5.5 below. GMDBSCAN-UR clustering time is mdoetter than all other comparable
density-based clustering algorithms.

Table 5.5: Adult and chameleon datasets clustegaglts summary using GMDBSCAN-UR algorithm.

GMDBSCAN-UR
No. Points| Time (ms) No. of Time (ms) No. of
"adult" clusters "chameleon” clusters
25C 14C 1 94 1
500 405 2 203 4
1000 1436 1 796 2
200C 569¢ 2 280¢ 6
4000 14978 2 10751 11
8000 83975 3 30767 6

As we mentioned in the previous chapter that GDBR@MR algorithm's work is summarized in
three main steps. The three steps are: choosingefinesentative data points, then dividing the
data space to smaller cells and make the origi86@AN clustering, and the third step is
labeling the remainder data points, post processiitly noise elimination. Here, we show the
result of each step separately in details accormepgaby figures to proof and demonstrate the
improvements, in quality and time, achieved by GMEM-UR, our new proposed algorithm.
Figure 5.11 below shows the result of choosingrépgesentative points step only. You notice
from the figure how our proposed algorithm succdedechoosing representative points which
actually represents the dataset as all. Represenfadints must give the actual and exact shape
of the entire datasetWe achieved this in our algorithm because we chqusats from
everywhere, i.e. every cell in the dataset, angikgesome points not chosen from everywhere

also.
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Figure 5.11: The result of choosing representaibiats from “"chameleon" with GDBSCAN-UR algorithm.

Figure 5.12 below shows the result after execuioily steps; choosing the representative points
and labeling the remainder poinfhe dataset in the figure below contains all poines both

the selected as representative points and theetexdtted points also. This is clear because the
dataset density in Figure 5.12 is higher than #itaset density in Figure 5.11. Figure 5.12 has a
not tolerant error rate. Cluster 1 and cluster 4tntne one cluster, also cluster 2 and cluster 8
must be one cluster. A remerging process must he ds a post processing. Thus, the clustering
result from the first two steps is not sufficienmtdastill need the third step, post processing.
Figure 5.13 is the result after the third step,tbst processing step.

Figure 5.12: The result of choosing representginiats from chameleon dataset with GDBSCAN-UR athan
and labeling the remainder points of the dataset.

Figure 5.13 shows the final result, after the thstsps of the proposed algorithm, of clustering

all the 8000 data points from chameleon dataset.artificial data set contains six clusters; each
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has a different density. Clustering this artificddtaset by GMDBSCAN-UR algorithm takes
nearly half the time the GMDBSCAN algorithm takEsom the result in Figure 5.13 we see that
GMDBSCAN-UR algorithm gets accurate clusters, at&b aecognizes noises with sparse
distribution. GMDBSCAN-UR algorithm does better aase of a lot of noises with more

intensive distribution existence.
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Figure 5.13: The final result of choosing repreatwe points from "chameleon”, labeling the remainpoints of
the dataset and remerging steps with GDBSCAN-URrihgn

Figure 5.14 shows the final result of clusteringladataset with GMDBSCAN-UR clustering
algorithm.Adult dataset consists of three arbitrary shapeastets and many noises. Figure 5.14
below shows the clustering quality of our proposatyjorithm, GMDBSCAN-UR. It is more
better than Figure 5.3 (f), Figure 5.5 (f) and Fe6.7 (f), the clustering results of DBSCAN,
MDBSCAN and GMDBSCAN respectively. GMDBSCAN-UR getsis result in nearly 83
seconds i.e. this time is more better than therothensity-based algorithms' clustering times as

we see in the following section.
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5.7 The Results Summary
5.7.1 Adult Final Results:

Here we will illustrate, in more deeply, the compan between the four clustering algorithms in
terms of both the quality of the resulting clustansl the time each takes to produce there results.
Table 5.6 first row represents the density-basadteting algorithms GMDBSCAN-UR,
GMDBSCAN, MDBSCANand DBSCAN. Table 5.6 is the resulted times of clustgriadult”

and "chameleon" datasets with the above mentiooed ¢lustering algorithm. Table's first
column represents the number of points used to rekelustering process. These numbers are
250,500,1000,2000,4000 and 8000 points, the tafilstscolumn. The table second and fourth
columns are the multi-density dataset's, adult @mameleon, clustering times in milliseconds.
While third and fifth columns are the correspondiegulted numbers of clusters.

By looking at the results in more depth at thediwihg table, we will note how the differences in
time between the four algorithms are clear for aious numbers of points used. The
GMDBSCAN takes more than twice the time GMDBSCAN-dIgorithm takes. And DBSCAN
nearly takes the time equal to five times the ttBMDBSCAN-UR takes to cluster 8000 points
in adult dataset. Our experiments' results show wowderful the output of our new proposed
algorithm, GMDBSCAN-UR, with respect to other teld algorithms in both the quality and in

time. It is really strong, active and fast in findiclusters effectively, and Figure 5.16, which
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draws the four clustering algorithms clusteringesrior various data points numbers, proves the
GMDBSCAN-UR efficiency.

Note that clustering small datasets made all thie ¢tustering algorithms take nearly the same

times, and this is not our concern. We are intetest clustering large datasets which contains a

number of thousands data points to show the efiitisieand the quality of the clustering

algorithm.

Table 5.6: Adult dataset comparative clusteringltessummary using the four algorithms.

No. | GMDBSCAN- | GMDBSCAN | MDBSCAN | DBSCAN
Points UR
Time (MSs) Time Time Time
250 140 218 499 47
50C 40¢% 82€ 162< 14C
1000 1436 3027 5631 796
2000 5696 13579 20891 5522
400( 1497¢ 2932¢ 50248t 41341
8000 83975 186506 very long 390855
time
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Figure 5.16: Adult dataset clustering results csiwging the four algorithms.
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5.7.2 Chameleon Final Results

By comparing between the four algorithms tablesltesnumbers of clusters and the times they

take to produce the results, we notice the follawin

By clustering few number of points, say 250 poing see that DBSCAN algorithm is the
smallest numbers of times and the MDBSCAN is thestvone and in some cases when the
dataset is large that contains a large number wit99oMDBSCAN takes a very long time to
cluster it. In a large and complex datasets, uaifegge number of data points, say 4000 or 8000
points, the GMDBSCAN-UR is the best one in restdtsboth quality and the times it takes to

produce the results, see Tables 5.6,5.7 and Figutés5.17.

To support our idea in proving that the GMDBSCAN-URhe best one, we use two datasets,

chameleon and adult as we see from the above §gurt@e previous four sections.

Table 5.7: Chameleon dataset comparative clusteesigits summary using the four algorithms.

No. | GMDBSCAN-UR | GMDBSCAN | MDBSCAN | DBSCAN
Points Time (ms) Time Time Time

250 94 125 1763 47

500 203 203 64608 141
100C 79€ 967 42604( 458
200( 280¢ 600¢ Failec 2527
4000 10751 19579 Failed 19282
8000 30767 59470 Failed 159115

GMDBSCAN-UR clustering algorithm runs in three sepa steps. Each step takes its separate
time. For example, the three steps times for dimjehameleon dataset with GMDBSCAN-UR

algorithm is as follows:

» The time after the first step, main clustering stepl7044 ms.

» The time after the second step, remerge step: 19%49
* The time after the third step, labeling st&)767ms.
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Figure 5.17: Chameleon dataset clustering resutiges using the four algorithms.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this study, we introduce a new multi-density stéwing algorithm based on grid and use
representative points that take the general sh&pgbeodata in the dataset. We perform an
experimental evaluation to the performance of GMDOBSI-UR using real data .The results of
our experiments show that GMDBSCAN-UR is effectarel efficient. In this study, in addition
to handling data sets which are high dimensionalalgo use representative points technique to
work with reduced number of points in the dataskictv result in a high saving in time. We
investigated using representative points not gk dat points for improving the performance of
our algorithm. We developed a novel effective @usg algorithm which improved the
performance of the DBSCAN algorithm. The proposkgtering algorithm uses SP-tree, and
divides its work into three main steps which arem@ustering after getting the representative
points, remerging clusters to get a more accuregeltr and last labeling the remainder data
points which are not entered in the clustering gssdo the true clusters that they belong to.

The GMDBSCAN-UR algorithm that we presented is #peto clustering more complex and
with large number of points data sets. The propadestering algorithms have a great saving in
running time and giving amazing results. Experitaemesults are shown in this thesis to
demonstrate the effectiveness of the proposeditigorWE illustrated the time complexity and
the performance of classifying complex data s&i&e proved that the proposed algorithms can

classify complex data sets more accurately thaerqtfevious algorithms.

6.2 Future Work

The work reported in this thesis may be extended mumber of ways, some of which are

discussed below:

We can use a special algorithm for selecting tipeeseentation points of the data set and this
algorithm can result with a better representatibthe data set and this will obviate using of the

so-called remerging the resulting clusters and postessing methods, and that in turn leads to
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more saving in time and result in best performaofcne algorithm. We say this because some
nodes in the data set contain odd numbers of pairdghat leads it hard to pick points and leave
the other for the labeling method later in the atgm after the clustering stage.
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